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What I’ll cover today

Introduction to the National Al Centre

Al use in Australia

Key role of Al trust — our foundation for Al Adoption

Resources for Al trust — Al Ethics Principles and Voluntary Al Safety Standard

Your involvement

Resources and next steps
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National Al Centre mission

Accelerate positive Al adoption and innovation t
benefits Australia’s business and community.

Adoption Creation
Enable responsible Al + Grow a responsible,

adoption across Al Industry in
iIndustry Australia

| industry.gov.au/NAIC 12/06/2025 3



I
Defining Al

* Al systems are computer programs that use computing power and algorithms to learn patterns from

data. They use these patterns to make decisions or generate outputs.

* Alis currently mostly task/domain specific technology, though researchers are working towards more

general-purpose systems.

* Alisincreasingly part of our daily lives and will transform every sector of the Australian economy and
society.

4

Al systems can adapt
and learn continuously.

Al operates at a scale
and speed that humans
cannot match.

L)

G

What is unique about Al?

Al systems can authentically imitate
aspects of human perception,
reasoning and language.

Unlike other technologies, Al is not
just a tool. Itis increasingly an agent,
capable of acting with little to no
human oversight.

Al can generate new content and
ideas by recombining learned
patterns. Distinguishing between
human and Al-generated content is

increasingly difficult.
We know how to build Al, but

experts can’t explain exactly
how general-purpose Al
works.

12/06/2025 4



We’re moving from tasks to agents.

Right now, Al is automating Al agents are being designed to take
repetitive & time-consuming tasks initiative

Handling tasks end-to-end

Retrieving data from systems

Reconciliations and FROM COPILOT § ro AUTOPILOT
invoice data extraction ’

Conducting legislative
research and technical
interpretation

Triggering workflows
automatically

Retrieving and analysing
company data

We are at the beginning
of agentic Al : a future where

> | s knowledge workers
Generatinginsightsfor ll <23 [ 1 L sG> collaborate with autonomous
advisory services 7 /R AR ; Al agents to deliver work

faster, with higher quality &

less friction.
| industry.gov.au/NAIC



Al use in Australia




A hony3 SMASH ech Palic > ri nce
varw«mﬁ \\)y\ md:‘(;":"“ ——— e D=LTA IR-OUBORIIQ g::*L"S.:; C:“p“’le ' : nght :jkauta Cherrp :’\ ::hware
: : antares® 9 o & i . @PROPEL (& N ;
Az T T A R ‘! Clomsrn @ [ omplyaic o8

ARM ] SalingerPrivacy

3 lll

'@‘VOLT'N ‘/ VONAGE T
~“I Katonic meshm XZNON. ¥

W FAS A Loy

- LR EATER NVIDIA oid T . 12
N U N'w Al - . Cosursehox Q P a5 DHI
() Crayon L4 ELEMENT REASON  w» workingmouse LD GCARD 1-'_:/\//
l 0 R G A N | . ) \) EYES OF A' Q = DATA G @Red Maﬂ(ef * HeV' @eluza
TSR AR b agri A O S A5 44 O¢ \7 A|5U|LD '--ﬁ\IT H A ‘L| N, C@nveﬂem o ;' s S ‘ ArChlstar
==== s OkamiDisits B Userd B e PENSS g cenee: COLLECTIVE CAMPUS
ééé?—:: g “‘ o AL - n T® ‘ -y 0 seraoc Casflepoinf. confdence \
Teaversaita . FEngageal | Prvcecs. GRADIEN'T ‘\) NOrwo d‘d
raversa peimas f Vv A ST INSTITUTE
£ cauine SENVErsa vVAUL l\\ /thoughtworks VROC- ~ Construct Al
JP. SOU e V) ([ 7 & salesforce

e e
Australia’s . & 52 S

harrison.ai Amp"ﬁJ I(JR M ;::I::nding
Can FACERE porr M

MONASH  }l%"  TRANSITION LEVEL MACCONALD

A

U"'N‘?'?W ;urnl: o Cl‘r 3 L]”

SECTIRCTI S Al Ecosystem L
%) GPTStrategic "Gl
CGI et BizData %

VAPAR TNG = Gsoirne (s\ow TION:E
‘ % WWA—W\H m)( XMPRO nCS// é’ FORTIFAI =1 | N QUEENSLAND CloudEs
DIUS: A @@data-driven  pecocopce fPanalogy Lab Ul (.bﬂ

. ' : MEXT! SmartAl Cunnut@ Digital ‘
B nongo. F: TRANSmions  onepot. ;.‘:'» o TilliT Google dug Hih . -

: . sah
)(\ -RD o l & BusinessAllab ” mmm . m"m DIGITOLOGY J N .‘?‘:w :'..."’n".'ﬁ;.. o Appelio &
Technolugy Apﬁ%mm‘ : .’.’.\.‘» . }l 'redmarble.ai < - WL i i aakid =+
mm'm Gra up e a ' 'me"gﬁ'ce .:\ /./ =

sovand A aals

=dge Red
| ::::?J"\:’ls MaxusAl .RMIT L g @> Arrayen Okami_: 3 tal ) DOXM
> Infine SourseA =R v UNIVER STy :
ﬁg@,\ \gularity o Folo AutoRFP.ul
B ‘ALCIDION @opTloAN , @ T o cP gram
=nvenc S0

» -' VisionHQ
a REDGRIDBGPT Simplyc__',
TRU e e

, \a
PROCON ¢ \x lo Traffyk.ai N7 Aagerithm edaeROV
RECOGNITION . (GANZ ", Overlay Y, &é}qﬁﬂﬁjmmlt 2024 Q '@‘m oo
Patient Notes @ Canonical Maowuis T EYARAY) @DeepNeuralN TN WANAVIN




Al represents huge economic potential for Australia

* Greater utilisation of Al in key Australian
industries (technology, finance,
healthcare, education, and government)
will lead to a short-term boost in GDP of
more than $200 billion per annum (2023
—2030)

Al could also create an additional
150,000 jobs from 2023-2030.

* Not introducing Al systems could cost
Australia $35.7 billion GDP per year.

| industry.gov.au/NAIC 12/06/2025
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Defining Australia’s Al context

Accelerating Australia’s
Al Agenda

| industry.gov.au/NAIC

The BCA positions Al in the context of productivity

Australia’s future economic prosperity depends heavily on our ability
to lift productivity.

Al represents the single greatest opportunity to do this in a generation,

addressing some of our most prominent and enduring productivity
challenges.

https://aiagenda.bca.com.au/wp-content/uploads/2025/05/238_Al-Report_FINAL_WEB.pdf 12/06/2025
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Trust in Al is critical to deployment

| industry.gov.au/NAIC Presentation titte  12/06/2025 10



Al trust is key

X

Trust, Attitudes and
Use of Artificial
Intelligence:

A Global Study 2025

Australia insights

Societalindicators

0/ expectAl
i
(1) personally experienced
(1] or observed benefits
from Al
31% 3
me
s uu(comes fmm A\

Top benefit: 72% report reduced ti
spent on mundane o

48% =i

78% omes fmm A\ e
d or

| industry.gov.au/NAIC

Australia ranks among the lowest
globally on acceptance, excitement
and optimism about Al — believing that
the risks outweigh the benefits.

However!

83% of Australians say they would be
more willing to trust Al systems when
assurances are in place, such as
adherence to international Al
standards, responsible Al governance
practices, and monitoring system
accuracy.

https://assets.kpmg.com/content/dam/kpmg/au/pdf/2025/trust-in-ai-global-insights-2025-australia-snapshot.pdf ~ 12/06/2025 1
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SSSN  Australian Government

e 2 Department of Industry,

Australia’s response R D

Safe and responsible Al in

Australia consultation
Al Ethics Principles - 2019 Australian Government’s interim response

* Ongoing, extensive consultation

e National Al Centre - 2022

* Voluntary Al Safety Standard - 2024

OFFICIAL
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Al Ethics

ACADEMICS o~

b
Y

INDUSTRY
ASSOCIATION

COMMUNITY
ORGANISATIONS

Process and Principles

83

SMEs

We consulted

272"

stakeholder
organisations
and individuals

RESEARCH

%
soﬁery 04

: 15

PEAK BODIES

Al PRINCIPLES

AT A GLANCE
— ACCOUNTABILITY

People responsible for the
different phases of the Al system

HUMAN-CENTRED VALUES lifecycle should be identifiable and

Al sy should P h for the of the
rights, diversity, and the a Al sy s,and h ght of
of individuals. Al systems should be enabled.

RELIABILITY &
SAFETY

Al systems should reliably
operate In accordance with
their intended purpose.

Al systems should respect
and uphold privacy rights
and data protection, and
ensure the security of data.

PRINCIPLES

FAIRMESS

Al systems should be
Inclusive and accessible, and
should not involve or result
in unfair discrimination
against individuals,
communities or groups.

Al systems should
benefit individuals,
society and the
environment.
CONTESTABILITY
When an Al system
significantly impacts a
person, community, group or
envirenment, there should
be a timely process to allow There should be transparency and
people to challenge the use or bk peopl
outcomes of the Al system. understand when they are being significantly
impacted by Al, and can find out whenan
Al system Is engaging with them.

TRANSPARENCY &
EXPLAINABILITY

13 |
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Voluntary Al Safety
Standard

August 2024
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Voluntary Al Safety Standard

Aligns to international standards and frameworks.

Helping organisations develop and deploy Al systems in
Australia safely and reliably.

This publication includes:

* The 10 voluntary Al guardrails and how to use them

* Examples of when to apply the guardrails

* How we developed the standard

* The standard's foundational concepts and legal context

It also includes definitions, links to tools and resources, and
information on how Al interacts with other business
guidance and regulations.

OFFICIAL



I
The 10 guardrails

1. Establish, implement, and publish an accountability process including governance, internal capability and a
strategy for regulatory compliance.

2.Establish and implement a risk management process to identify and mitigate risks.

3. Protect Al systems, and implement data governance measures to manage data quality and provenance.
4. Test Al models and systems to evaluate model performance and monitor the system once deployed.

5. Enable human control or intervention in an Al system to achieve meaningful human oversight.

6. Inform end-users regarding Al-enabled decisions, interactions with Al and Al-generated content.
7.Establish processes for people impacted by Al systems to challenge use or outcomes.

8. Be transparent with other organisations across the Al supply chain about data, models and systems to help
them effectively address risks.

9. Keep and maintain records to allow third parties to assess compliance with guardrails.

10.Engage your stakeholders and evaluate their needs and circumstances, with a focus on safety, diversity,
inclusion and fairness.

15 |



What this might mean for?

* Communications professionals — how to communicate alignment with
VAISS to stakeholder groups?

* Legal professionals — how does Al use align with existing laws and
obligations?

* Risk and Compliance professionals — how does Al risk get implemented into
existing risk frameworks?

* Procurement managers — how to assess and monitor suppliers against Al
safety and ethical standards?

* HR professionals —what are higher risk use cases for our use of Al?
* Domain experts — how does Al change the nature of our role or business?

16 |



— OFFICIAL
A resource that will continually evolve

Al |

10 Guardrails

... for all organisations

Focus for
Intial Version

Developers Deployers

Apply the guardrails to the Al systems
and Al models used to establish the
foundations for Responsible Al and
alignment to guardrails across the Establish ensure suppliers (Al developers) align

Apply the guardrails to the Al
models and systems they build.

Work with deployers to ensure

transparency

Focus for and Al supply chain. to the guardrails.

Version 2




How are we tracking on implementation

77% _ Human, Social and Environmental Wellbeing - 26%
82% I Human-centred Values B 22%
69% NN Fairmess B 35%
84% _ Privacy Protection and Security _ 31%
82% I Reliability and Safety B 37%
76% T Transparency and Explainability B 29%

73% I Contestability B 30% Responsible Al
Index 2024 by Fifth
Quadrant and
A tabilit N
79% I el il N 27% National Al Centre

{ AGREEMENT WITH STATEMENTS 78% } 49 POINT GAP 29% HAVE IMPLEMENTED PRACTICES
OFFICIAL



https://www.fifthquadrant.com.au/responsible-ai-index-2024
https://www.fifthquadrant.com.au/responsible-ai-index-2024
https://www.fifthquadrant.com.au/responsible-ai-index-2024
https://www.fifthquadrant.com.au/responsible-ai-index-2024

Your involvement in embedding Al
trust

| industry.gov.au/NAIC Presentation titte  12/06/2025 19
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Building trust in Al use is everyone’s job

Like cyber security, using Al safely
and responsibly is not an IT job -

‘s ' il
Leadership It's everyone’s jOb.

and Strategy
In addition to understanding how

to use Al, we all need to
understand how to use it safely
and responsibly.

Operations
and Delivery

This requires new organisational
capabilities and professional skills.

| industry.gov.au/NAIC 12/06/2025 20
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We need to accelerate our capability uplift

Workplace imlicatogs

Al in the workplace Complacent use of Al Impacts of Al on work

employees
report their intentionally 46 A ised Al at work in inappropriate ways
65% organization 3% use Al at work

uses Al 0/ made mistakes in their work due to Al

Worker reliance on Al o
d A\ in ways that contravene
ys
(1] p olicies and guideline:

38% A2% A2% g5, o

evaluatlng its accuracy

felt they couldn't relied on Al todo a concerned about

complete their task rather than being left behind (1)

work without the learning how to do if they don't use 51 / presented Al-general ted
help of Al Al at work O content as their own

Al governance at work

employ
05% &
59% have an Al o
strategy provide tra
respon: bl AI use

KPMG

Australians have amongst the lowest
50+% (o levels of Al training and education, with

report increased
eﬁlclency quallty of work,

just 24% having undertaken Al-related

report increased revenue

40% = training or education compared to 39%

However,

204% globally.

Al has increased compliance and privacy risks

report key aspects of their work can be
performed by Al

https://assets.kpmg.com/content/dam/kpmg/au/pdf/2025/trust-in-ai-global-insights-2025-australia-snapshot.pdf 21 I
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How might we collectively support Australians to
understand Al and their role in the safe use of Al?

T~

How are learning
programs setting
students up for
success/
employment in their
chosen field

What responsibility
will they have in
managing and
overseeing Al
systems or impacts?

| industry.gov.au/NAIC

How are we supporting
professionals to
understand and

acquire the Al and RAI

skills they need in this
new world of work?

What responsibility will
they have in managing
and overseeing Al
systems or impacts?

OFFICIAL

2

What are the evolving
responsibilities for
Australia’s
organisational leaders?

How do we support
them to acquire a
“minimum viable

understanding” of Al?

As employees/
leaders, how are we
driving this change

within our own
organisation?

What are our own
obligations to reskill /
upskill in Al and
responsible Al?

12/06/2025

22
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Access free training and resources

HOME > INSTITUTE OF APP Y (IAT) > IATDIGITAL > INTRODUCTION TO ARTIFICIAL INT

Introduction to Artificial Intelligence

GOVERNMENT Digital

Artificial Intelligence (Al) has been gaining a lot of attention in the modern world, and this Microskill provides stud
all backgrounds with a perfect opportunity to start developing their Al literacy. This Microskill is a gentle and non-t
introduction on how machines learn from data and explore various use cases and applications of Al. You do not re
prior programming or computer science experience for this Microskill.

In this Microskill you will learn about:

o Real world applications of Al and how Al i transforming the world around us
« Common Al terminologies
® Advice from industry experts to start your career in Al

* The differentiation between facts and myths in Al

So, why wait? Add this high-demand skill to your portfolio now and get started!

HOME > INSTITUTE OF APPLIED TECHNOLOGY (IAT) > IAT DIGITAL >

Responsible Artificial Intelligence

5146-68 $0.00 (inc GST)

Today, Al systems collect and interpret voluminous and heterogenous data collected from various sources to add value to the
decision-making process. This has raised fundamental challenges and concerns such as privacy, liability, fairness,
transparency, accountability and many more. This course covers overarching ethics, laws and policies to consider during the
life cycle of Al systems, that are needed to build trust in any Al process. You do not require any prior programming or

computer science experience for this Microskill
In this Microskill you will learn about:

« Real world application of Al used for good

 Guiding principles of Al tdulod
o Policies and procedures, governance, and Engineering of Ethical Al applications organisations
Stack the vital knowledge on how to build Al systems responsibly and for good and get started with this inter-disciplinary
Microskill now! 2 ’
Rita Arrigo

Key topics include:

« Principles of responsible Al

e Governance

OFFICIAL

Dot o6 ¥y Seioce i e - 1

Obigations and responsabilties
s of Al doployors
m S
7 Cepumertol na.zry Semnes

$+48-:66 $0.00 (inc GST) whatis A
Powered by: A - :;;:me:.mmu
Institute of s Government | Artificia P
DA\ (/2 : c e e ik
S Applied Technology Department of Industy, | [ntellis h " h i R
Mme | S0 What is the promise g
2 [t

of human=centred Al?

(OO rsstworthy A systems?

What is human centred Al and why do you need it
° Depariment of Industry, Science and Resources A ooy B0 | T Do L oowkes [

Artificial
Intelligence
Centre

4§ GRADIENT
W INSTITUTE

Welcome to
Responsible
Operation of

Generative Al in

Strategic Engagement Manag

@ The National Al Centre s funded by the

of Alin

9 Department of Industry, Science and Resources ]
4K subsciid Subscribe 2 G PHshae  [] save

National Al Centre and the Human T...
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Fromtheseries  From Depariment of

Managing the Risks of A1

X
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R
Key asks

Voluntary Al Safety
Standard

August 2024

| industry.gov.au/NAIC
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Awareness

- Canyou help us raise awareness of this and other Al safety
resource? Can Al safety be included in articles, profiled at
events and incorporated into thought leadership articles?

Learning and professional development

- Can Al safety frameworks, VAISS guardrails and business
practices be mapped to the professional competencies for
your profession?

- Mightit link to your learning products, events and CPD
programs?

- Isthere an opportunity to share resources across this
community to reduce duplication?

Feedback to support ongoing evolution
- Are there business practices that we have missed?
- Canyou share good practices with us?

12/06/2025
OFFICIAL
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—
Let’s work together to support Australians to move

from fear, to opportunity
B

! ,' The BCA calls for a national mindset shift

ol S ok Like any new technology, there are risks which we must address head-
Al Agenda on. But we have been balancing risks with opportunity since the

” discovery of fire. What matters are the choices we make — how we
develop our Al capabilities, how we deploy them, and how we
ensure they serve our national interests and reflect our values. We
could choose to do this with a fear-first mindset, but a brighter future
will come from being focused first on opportunity.

| industry.gov.au/NAIC
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Mational
Artificial
Australian Government ||1tE||IgEhCE

Department of Industry, W

Science and Resources

Follow NAIC on LinkedIn

Join Responsible Al Network and Community
of Practice

Thank you!

Subscribe to our newsletter

Beth Worrall
National Al Centre

beth.worrall@industry.gov.au Join the Al conversation
www.industry.gov.au/naic #AlAustralia

| www.industry.gov.au/naic
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